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1. Introduction

The following section takes one step towards the real world by applying the linear response framework of section 2 to a full-physics column model. Because the column model is calibrated to work on climatological (\(\sim 100\) day) rather than convective (\(\sim 3\) hours) time scales, both the methodology and the results are complex. The reader may skip this section without missing fundamental aspects of radiative-convective instability.
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2. Experimental design

We choose to construct the linear response matrix of the MIT single-column model, first described in Renno et al. [1994], because its convection scheme (see Emanuel and Živković-Rothman [1999]; Emanuel [1991]) includes unsaturated downdrafts, which have not been explicitly parametrized in the previous sections, and it conserves column moist static energy. Its radiation scheme is based off the European Center for Medium Weather Forecasts forecasting system Morcrette [1991]; Fouquart and Bonnel [1980]. We run the model with a tropospheric resolution of 25hPa and 60 levels in total. It has fully interactive radiation, convection, and water vapor, called at every timestep. Although the model produces cloud, we deactivate cloud-radiation interactions to focus on the clear-sky response matrix. We also deactivate the convective gustiness, as well as its associated temperature and moisture Reynolds corrections. To avoid abrupt and nonlinear jumps in the deep convective profiles, we relax the level of neutral buoyancy in time, so that it linearly responds to convection with a one-hour lag:

$$\frac{\partial p_{\text{NB,Emanuel}}}{\partial t} = \frac{p_{\text{NB,Emanuel}} - p_{\text{NB}}}{\tau_{\text{NB}}}$$

(1)

where $p_{\text{NB,Emanuel}}$ is the level of neutral buoyancy computed by the Emanuel convective routine, $p_{\text{NB}}$ is the “relaxed” level of neutral buoyancy and $\tau_{\text{NB}} = 1\text{hours}$ is the relaxation timescale. Our experiment consists of 5 steps:

1. We run the model to RCE. The initial conditions are climatological temperature and specific humidity profiles from the tropical Western-Pacific island of Chuuk-Lagoon (Micronesia), and we use a monthly-averaged ERA-Interim reanalysis Dee et al. [2011] ozone profile (spatially-averaged in the $(2^\circ,2^\circ)$ box centered around Chuuk Lagoon, during
The only other greenhouse gas is carbon dioxide, assumed to be well-mixed, with a constant volume concentration of 400ppmv. We prescribe a fixed surface wind of $5\text{ms}^{-1}$ and a fixed sea surface temperature of 300K. Other relevant parameters for this run is described in Table 1. The temperature and specific humidity profiles adjust to a unique statistical equilibrium, independent of the initial climatological profile, and in which the time-averaged dry static energy and water vapor forcings are zero on timescales longer than a few days.

2. To capture the statistical nature of RCE, we select 100 snapshots of RCE and perturb each of their water vapor profiles level by level. For each water vapor profile, 38 "moistened" profiles are produced, by adding 1% to the specific humidity at each level, one at a time, between the top of the subcloud layer and the level of neutral buoyancy. Similarly, 38 "dried" profiles are produced by removing 1% from the RCE specific humidity at each level.

3. We run the RCE profile and each perturbed profile forward by a single time-step, with a strict enforcement of the weak temperature gradient approximation. In this framework, the residual heating in the free troposphere is exactly compensated by the large-scale vertical advection. The atmospheric radiation, convection, and radiation are fully interactive. The dry static energy and water vapor forcings are outputted to compute the four components of the linear response: convective moistening, convective heating, longwave heating and shortwave heating.

4. We select 10 linear responses to describe the response of RCE. Because of the extreme sensitivity of local entrainment to water vapor perturbations, the convection scheme often responds nonlinearly, in spite of the smallness of perturbations. For consistency, we
only select the linear responses, which produce the same response to within 20% of the Frobenius norm for the +1% and the -1% perturbations. Within the subset of linear responses (approximately half of the total set), we use the Metropolis Monte-Carlo algorithm (Metropolis et al. [1953], generalized by Hastings [1970]), in order to pick 10 time-steps from the RCE that minimize the residual heating rate at each level (i.e., that give the closest statistical fit to the RCE state).

5. We ensemble-average the 10 linear response matrices. Furthermore, we subtract the non-perturbed run from each perturbed run, in order to isolate the effect of the water vapor perturbation by removing the small drift present in each RCE snapshot.

6. We repeat steps 1-5 for four different fixed sea surface temperatures between 290K and 310K.

3. Results

In this section, we present the linear response matrix and its components. The matrices presented below are ensemble-average responses to a 1% moistening; as the response is linear for small perturbations, the matrices resulting from a 1% drying are nearly indistinguishable. In order to physically interpret these matrices, we have outputted the sub-components of the convective heating and moistening, following equations 27 and 29 of Emanuel [1991]. Since we are interpreting linear physics, the processes for the 1% drying case are the exact opposite of the processes for the 1% moistening case, presented below.

3.1. Radiative-convective equilibrium
The ensemble-average of RCE profiles is shown in Figure 1: The specific humidity profile (Figure 1a) resembles typical tropical moisture profiles (e.g. Figure 2 of [Beucler and Cronin, 2016a] or [Ciesielski et al., 2003]), with a surface value of 15.6 g/kg and a column-integrated content of 35.7 kg m$^{-2}$. The temperature profile (Figure 1b) is moist-adiabatic in the lower and mid-troposphere (below 400 hPa), with an average tropospheric lapse rate of 5.8 K/km and a tropopause pressure of 100 hPa. The stratosphere in the top 100 hPa of the model includes strong shortwave heating associated with the prescribed ozone profile. The atmosphere is in radiative-convective equilibrium from the surface (1000 hPa) to the level of neutral buoyancy (approximately 200 hPa), as the convective heating and shortwave heating perfectly compensate the longwave cooling at each level. From the level of neutral buoyancy to the top of the model (0 hPa), the atmosphere is in radiative equilibrium: the shortwave heating balances the longwave heating, and the convective heating is zero.

3.2. Convective response

The convective response (Figure 2) is defined as the sum of the convective moistening ($M_{\text{LH}}$) and the convective heating ($M_{\text{DSE}}$) responses (see Figure 3 for the decomposition). Water vapor perturbations at a given level are diffused to the two adjacent levels on a very short ($\sim$ 4 hours) time-scale. Therefore, we average each growth rate on the diagonal with the two neighboring growth rates, to focus on non-numerical effects. The different zones of the matrix have different physics. Overall, the main effect of perturbing water vapor is to change the partial re-evaporation rate $E$ (in s$^{-1}$) of cloudy water into the clear-sky environment. Moistening the environment decreases the humidity difference between the cloudy and clear-sky areas, and thus decreases the re-evaporation rate (in mathematical
terms: $\partial E/\partial q' < 0$ . According to the last equation of section 2.1, the water vapor growth rate associated to a change in re-evaporation is:

$$\frac{g}{L_v} \left( \frac{\partial^2 F_{\text{LH}}}{\partial p \partial q'} + \alpha \frac{\partial^2 F_{\text{DSE}}}{\partial p \partial q'} \right)_{\text{Moistening}} = (1 - \alpha) \left( \frac{\partial E}{\partial q'} \right)_{\text{RCE}} .$$ (2)

According to equation 2, there are three possible situations:

1. $\alpha < 1$: The drying effect of decreasing re-evaporation overcomes the heating effect, leading to a damping of water vapor perturbations.

2. $\alpha = 1$: The drying effect of decreasing re-evaporation perfectly compensates the heating effect, consistent with zero change in the local moist static energy.

3. $\alpha > 1$: The heating effect of decreasing re-evaporation overcomes the drying effect, leading to an amplification of water vapor perturbations.

The leading physics of each zone is identified by breaking down the convective heating and moistening into its sub-components, following equations 27 and 29 of Emanuel [1991]:

(A) The local lower tropospheric response exhibits mildly positive growth rates, as $\alpha > 1$. The re-evaporation effect is partially compensated by a decrease in water vapor entrainment.

(B) We see strong positive growth rates for the local response at 600hPa, where HAM peaks above one. The re-evaporation effect adds to the moistening effect of the unsaturated downdrafts, which are locally attenuated by the moisture perturbation.

(C) In the upper troposphere, the local response is a damping of water vapor perturbations, as $\alpha < 1$. Another factor is the perturbation advection of water vapor by in-cloud updrafts, which dries the atmosphere more than it brings dry static energy in to moisten
it (since $\alpha < 1$).

(D) For this particular sounding, HAM peaks around 250hPa and exceeds 1, leading to a strongly positive growth rate.

(E) The effect of mid-tropospheric perturbations is to dry the lower-troposphere, through a combination of unsaturated downdraft amplification and an increase in the advection of moisture by in-cloud updrafts.

(F) The effect of upper tropospheric perturbations is to slightly moisten the lower troposphere through a small decrease in re-evaporation rate ($\alpha > 1$).

The general characteristics of the response are insensitive to the entrainment parameter (not shown): Although the value of the convective growth rates depends weakly on the entrainment parameter, the physics of the linear response of the Emanuel scheme are qualitatively unchanged.

### 3.3. Radiative response

The radiative response (Figure 4) is defined as the sum of the longwave cooling ($M_{LW}$) and the shortwave heating ($M_{SW}$) responses (see Figure 5 for the decomposition). The physics of this response can be separated in four parts, all dominated by the longwave effect:

(A) A strong local longwave cooling: Adding water vapor locally increases the emissivity of the atmospheric layer, making it cool to space faster.

(B) A significant indirect longwave heating effect: The levels below the moist perturbation emit less longwave radiation to space, resulting in a net heating. If integrated in the vertical, this remote longwave heating effect overcomes the local cooling effect, and the reader is referred to [Beucler and Cronin, 2016a] for more details on this positive
feedback.

(C) This indirect longwave heating effect is largest in the upper troposphere (above 330hPa). In this part of the atmosphere, the HAM has a large peak that exceeds 1, which proportionally increases the radiative growth rates. Furthermore, the RCE specific humidity is so small (smaller than 3g/kg) that even the most absorbing bands of the long-wave spectrum are unsaturated. Small moist perturbations will thus increase the optical depth by a greater amount in these dry regions.

(D) The effect of radiative cooling is also amplified in the upper troposphere, including the levels above the moist perturbation, which receive less longwave radiation from the surface.

The shortwave heating acts in the opposite way, which attenuates all of the previous effects (A-D) by a typical factor of 1/3. The column-integrated growth rate is close to zero, except in the upper troposphere, where the remote longwave heating effect can lead to column-integrated growth rates over 1day\(^{-1}\).

3.4. Full linear response

The total linear response matrix in the clear-sky case is obtained by summing each of its components. We summarize below the physics of its most important features:

(A) Lower tropospheric perturbations are locally damped through radiative cooling, which dominates over latent heating.

(B) Around 600hPa, the peak in HAM is strong enough for the convective heating to dominate over radiative cooling.

(C) Mid and upper tropospheric perturbations are locally damped through a combination of radiative cooling and convective drying.
(D) Radiative heating effects dominate over the drying effects of downdrafts, and mid to upper tropospheric perturbations moisten the mid-troposphere.

(E) Right below the tropopause, where HAM peaks, strong radiative and convective heating add up and lead to the largest growth rates.

From the appearance of the full linear response and the column-integrated growth rate, we can make several conclusions about the evolution of a small water vapor perturbation for short times. The upper-left part of the matrix is white and blue, corresponding to a damping of the water vapor field above the perturbation level. In contrast, most of the bottom-right part of the matrix is red, corresponding to an amplification of the water vapor field below the perturbation. As a consequence, we expect most perturbations to shift downwards in time, as a result of their interaction with clear-sky radiation and convection. Then, there are two zones where water vapor perturbations can potentially grow, with column-integrated growth rates of order $\hat{M}_{uni} \approx 1 \text{day}^{-1}$: lower tropospheric perturbations can grow locally through their interaction with convection, while upper tropospheric perturbations can lead to remote growth below the perturbation level, mostly through their interaction with radiation.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto-conversion threshold</td>
<td>1.1</td>
<td>mg/g</td>
</tr>
<tr>
<td>Convective momentum transport coefficient</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>Critical temperature for precipitation</td>
<td>−55.0</td>
<td>°C</td>
</tr>
<tr>
<td>Entrainment parameter</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>Evaporation coefficient of rain</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>Evaporation coefficient of snow</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>Fraction of precipitation falling outside the clouds</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>Fractional area of unsaturated downdrafts</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Gust factor for surface fluxes</td>
<td>5.0</td>
<td>m.s⁻¹</td>
</tr>
<tr>
<td>Length of integration for RCE runs</td>
<td>400.0</td>
<td>day</td>
</tr>
<tr>
<td>Pressure fall speed of rain</td>
<td>50.0</td>
<td>Pa.s⁻¹</td>
</tr>
<tr>
<td>Pressure fall speed of snow</td>
<td>5.0</td>
<td>Pa.s⁻¹</td>
</tr>
<tr>
<td>Quasi-equilibrium relaxation coefficient αQE</td>
<td>0.015</td>
<td>kg.m⁻².s⁻¹.K⁻¹</td>
</tr>
<tr>
<td>Quasi-equilibrium relaxation coefficient DAMP</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Solar constant</td>
<td>1360</td>
<td>W.m⁻²</td>
</tr>
<tr>
<td>Surface albedo</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>Timestep</td>
<td>180</td>
<td>s</td>
</tr>
</tbody>
</table>

**Table 1.** Parameters used in the MIT single-column model
Figure 1. (a) Specific humidity (in g/kg), (b) HAM (c) temperature (in K) and (d) flux convergence (in W.m^{-2}.hPa^{-1}) profiles. In panel (d), the longwave radiative heating is red, the shortwave radiative heating blue, the convective heating orange, and the total convergence flux is represented by ad dotted black line. The profiles are ensemble averages of the 10-members chosen to represent radiative-convective equilibrium. The surface temperature is fixed to 300K and cloud-radiation interactions are deactivated.
Figure 2. (Top) Convective component of the linear response matrix \( (M_{LH} + M_{DSE}) \), in units month\(^{-1}\).

(Bottom) Vertically-integrated growth rates (in units day\(^{-1}\)) versus perturbation level (in hPa).
Figure 3. (a) Convective moistening ($M_{\text{LH}}$) and (b) Convective heating ($M_{\text{DSE}}$) linear response matrices, in units month$^{-1}$. 
Figure 4. (Top) Radiative component of the linear response matrix \((M_{\text{LW}} + M_{\text{SW}})\), in units month\(^{-1}\).
(Bottom) Column-integrated growth rates (in units day\(^{-1}\)) versus perturbation level (in hPa). Letters indicate effects that are described in the text.
Figure 5. (a) Longwave ($M_{\text{LW}}$) and (b) Shortwave ($M_{\text{SW}}$) linear response functions, in units month$^{-1}$. 
Figure 6. (Top) Full linear response matrix \((M)\), in units month\(^{-1}\).
(Bottom) Column-integrated growth rates (in units day\(^{-1}\)) versus perturbation level (in hPa).